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Effect of structural defects on the thermal conductivity of graphene:
From point to line defects to haeckelites
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We use nonequilibrium molecular-dynamics simulations to study the effect of structural defects on the thermal
conductivity λ of graphene. Focusing on 5-7 and 5-8 defects in the graphene honeycomb lattice, we find that λ

depends sensitively on whether the defects are isolated, form lines, or form extended arrangements in haeckelites.
Our results indicate that the presence of defects makes λ anisotropic and, depending on the temperature, quenches
its value by one to two orders of magnitude with respect to graphene, mainly by reducing the phonon mean free
path.
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I. INTRODUCTION

The recent high level of interest in graphene is due primarily
to its desirable electronic properties [1]. Much less attention
has been paid to another unique property of graphene, namely
its high thermal conductivity [2–4]. It turns out that high
thermal conductivity is very desirable from the point of
view of thermal management, one of the most challenging
problems of nanoelectronics [5]. The outstanding thermal
conductivity value of λ ≈ 5000 W/m K has been reported
in mechanically exfoliated graphene with few defects [4,6], in
agreement with theoretical predictions [2]. Graphene grown
by chemical vapor deposition (CVD), the only production
technique considered viable for large-scale applications, is
much more defective. As expected in a growth mechanism
with multiple nucleation centers on a substrate, CVD graphene
consists of perfect honeycomb lattice regions interconnected
by grain boundaries containing lines of nonhexagonal rings of
threefold-coordinated carbon atoms. Observed grain boundary
structures in CVD graphene include lines of 5-7 defects on
Cu [7] and 5-8 defects on Ni(111) [8]. There is strong evidence
that thermal transport in graphene is adversely affected by
isotopic and structural impurities, including monovacancies,
Stone-Thrower-Wales defects, and line defects [6,9–13]. How-
ever, there are no reported studies of thermal transport in
haeckelite, which we consider a suitable model of structurally
disordered CVD graphene. Also, the relative effect of different
types of impurities and their spatial arrangement on the net
thermal conductivity has not been studied so far.

Here we present computational results for the effect of 5-7
and 5-8 defects, which are common in CVD graphene, on
the thermal conductivity λ. Our nonequilibrium molecular-
dynamics simulations show that λ depends sensitively on
whether the defects are isolated, form lines, or form extended
arrangements in haeckelites. Our results indicate that the
presence of defects makes λ anisotropic and, depending on
the temperature, quenches its value by one to two orders of
magnitude with respect to graphene, mainly by reducing the
phonon mean free path.

The structural defects we consider in the honeycomb
lattice of graphene are nonhexagonal rings arranged in
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such a way that all carbon atoms are threefold-coordinated
[14–16]. Such defects may occur as point defects [17–19],
line defects [8,17,20–24], and extended defects [24], which
turn graphene into a haeckelite monolayer [16,25–28]. Both
periodic [16,24–27,29] and amorphous [30] defect arrange-
ments have been discussed in the literature, with emphasis on
structural stability and electronic structure [23,24,27]. Point
defects [19,30,31] and line defects [8] have been observed after
electron irradiation of graphene. Even though haeckelites have
not been synthesized yet, they are believed to have a similar
stability to that of C60 fullerenes [25–27].

II. COMPUTATIONAL APPROACH

Unlike metals, where electrons contribute significantly
to heat conduction, all-carbon structures such as diamond,
graphene, and nanotubes owe their high thermal conductivity
primarily to phonons. In layered graphitic systems, which we
study in the following, the phonon thermal conductivity λ can
be expressed as

λ = (1/2)cV vs〈l〉, (1)

where cV is the specific heat per volume, vs is the speed of
sound, and 〈l〉 is the phonon mean free path. The rigidity of
sp3 and sp2 carbon bonds is responsible for the high elastic
modulus and thus the high speed of sound vs in diamond
and in graphitic structures. Above the Debye temperature, the
specific heat is given by the classical Dulong-Petit value and cV

should not change in systems with the same atomic density.
The presence of defects in a structure may soften the hard
vibrational modes that are a consequence of the rigid bonds,
thus lowering the Debye temperature and slightly increasing
cV . The phonon mean free path 〈l〉 depends on the perfection
of the lattice and may achieve large values of the order of a
micrometer [4]. Thus, the thermal conductivity of all-carbon
structures may be very high, specifically much higher than
even the best metal-based heat conductors. Consequently, our
study of the thermal conductivity in carbon nanostructures,
in particular the role of defects in λ, is based on thermal
conduction by phonons. At low defect concentrations, we do
not expect significant changes to the specific heat or the speed
of sound. Most significant changes to λ will be caused by the
reduction of the phonon mean free path.

1098-0121/2014/89(12)/125421(6) 125421-1 ©2014 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.89.125421
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Viable approaches to calculate thermal transport in
graphitic systems include the phonon Boltzmann equation [32]
and molecular-dynamics (MD) simulations. The latter ap-
proach, which provides an atomistic description, is unusually
demanding computationally in carbon nanostructures with
high thermal conductivity. Direct heat flow study using
Fourier’s law requires establishing a temperature gradient
across an interval exceeding the phonon mean free path,
which is hard to achieve [2] due to 〈l〉 ≈ 1 μm. Similarly,
we found that calculations of λ based on the velocity-
velocity autocorrelation function using the Green-Kubo for-
mula [33] converge very slowly [2]. Therefore, we make use
of the nonequilibrium molecular-dynamics (NEMD) method
of Hansen and Evans [34,35], which has been successfully
used to study the thermal conductivity of defective carbon
nanostructures including graphene and nanotubes [2,9]. While
mathematically equivalent to the Green-Kubo formula [34,36],
the NEMD approach is computationally much less demanding.

Unlike the previous two MD techniques, the NEMD
method introduces a small driving force, characterized by the
parameter Fe, which induces a heat flux Jz along a specific
direction, taken as z [34,35]. The thermal conductivity λ can
then be determined from

λ = lim
Fe→0

lim
t→∞

〈Jz(Fe,t)〉t
FeT V

, (2)

where V is the volume of the unit cell and T is the temperature.
In our calculations, the temperature is controlled by a Nosé-
Hoover thermostat [37,38] and the interatomic interactions are
described by the Tersoff potential [39]. Unlike in our study
of isotopic impurities [9], we considered only isotopically
pure carbon systems based on 12C. Our simulations of ex-
tended systems have been performed using periodic boundary
conditions in order to eliminate finite-size effects. We have
used the fifth-order predictor-corrector algorithm of Gear [40]
to integrate the equations of motion, with a time step of
�t = 0.2 fs and Q = 10 amu as the thermal inertia of the
Nose-Hoover thermostat [9]. Depending on the specific values
of Fe and T , we used N = (2 × 106)–(5 × 106) as the number
of time steps for each simulation.

Prior to each calculation of λ, we have optimized the unit
cell and the atomic positions. For each simulation with a
specific value of Fe, we determined the value of λ(Fe,T ) from
the time average 〈Jz(Fe,t)〉t of the heat flux Jz according
to Eq. (2). The value of λ(T ) has then been obtained by
extrapolating the λ(Fe,T ) values for Fe→0. For each specific
structure and temperature T , we performed simulations using
typically 20 different small values of Fe in order to obtain a
reliable extrapolation.

III. RESULTS AND DISCUSSION

A. Point defects

To study the effect of isolated point defects on
the temperature-dependent thermal conductivity of
graphene, we considered 22.8-Å-long (zigzag direction)
and 21.4-Å-wide (armchair direction) unit cells with 180 C
atoms and one Stone-Thrower-Wales [41,42] (or 5775) defect,
presented in Fig. 1(a). The arrows in the figure indicate the

FIG. 1. (Color online) Thermal conductivity of a graphene
monolayer with a single 5775 defect, created by a 90◦ rotation of
one bond highlighted in dark red. (a) The 180-atom unit cell used in
our simulation. Atoms in the defect region are emphasized by a darker
(blue) color. (b) Thermal conductivity λ as a function of temperature
T for thermal transport along the zigzag and armchair directions,
shown in (a). Lines connecting the data points are guides to the eye.

zigzag and the armchair directions along which λ has been
calculated.

The general behavior of λ(T ) can be explained by the
temperature dependence of the specific heat cV and the phonon
mean free path 〈l〉 in Eq. (1). The decrease of λ at high
temperatures is caused by the decrease of 〈l〉. In nature,
thermal conductivity decreases at very low temperatures and
eventually vanishes at T = 0 due to the corresponding trend
in cV . The competition between 〈l〉(T ) and cV (T ) causes a
maximum in λ(T ), which has been observed [3] at T ≈ 100 K.
Since our classical MD simulations do not reproduce correctly
the low-temperature behavior of cV , the projected maximum
in the lines that guide the eye in Fig. 1 represents only an
extrapolation of the expected behavior.

Thermal conductivity calculations of defect-free graphene,
performed using the same method [2,9], indicate very large
values of λ, specifically λmax ≈ 50 000 W m−1 K−1 near 100 K.
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Quantitative comparison with these results suggests that even
isolated 5775 defects may quench the thermal conductivity by
one to two orders of magnitude, depending on temperature
T . Still, this type of defective graphene is a better conductor
of heat than metallic thermal conductors with typical thermal
conductivities of a few hundred W/m K at room temperature.

We found it instructive to compare thermal conductivities
in the presence of isolated 5775 defects to our previous results
for isolated divacancies [9]. Since the calculated thermal
conductivities in the two cases with the same defect concen-
tration [43] were close to each other, we conclude that the
precise nature of the structural defect—whether a 5775 defect
or a divacancy—plays only a minor role when determining the
phonon scattering, which reduces the value of λ.

In view of the near-isotropic thermal conductivity of
graphene, the observed anisotropy in Fig. 1(b) is unexpected.
In the presence of isolated 5775 defects, we observe a
significantly higher value of λ along the armchair direction
than along the orthogonal zigzag direction, most likely due to
the symmetry breaking at the 5775 defect.

B. Line defects

As mentioned in the Introduction, lines of 5-7 and 5-8
defects commonly occur in graphene grown by CVD on metal
substrates [7,8] as a way to accommodate the lattice mismatch.
Our present interest lies in the effect of these defect lines
and their average separation on the thermal conductivity. We
determined λ of graphene modified by a periodic array of
defect lines, as shown in Figs. 2(a)–2(c), and we determined
the thermal conductivity both parallel and perpendicular to the
defect lines. The unit cell width corresponding to the defect
line separation L was changed in discrete steps by adding
narrow graphene strips, as shown schematically in Fig. 2(a).
The length of the unit cell in the direction of the defect lines
was kept constant at d = 20.2 Å.

We considered lines of 5-7 and 5-8 defects, depicted in
Fig. 2(b). As implied by their name, these defects contain pen-
tagonal, heptagonal, and octagonal rings of atoms. Both types
of line defects have been observed experimentally [8,20,27]
and may be formed by reconstruction at the interface of
two adjacent zigzag edges of graphene. In the system with

FIG. 2. (Color online) Effect of line defects on the thermal conductivity of a graphene monolayer. (a) Arrangement of 5-7 defect lines,
highlighted by shading, which separate graphene strips of different width L, as well as the definition of thermal transport directions. Equilibrium
structure of (b) 5-7 and (c) 5-8 defect lines, separated by the distance L. Atoms in nonhexagonal rings are emphasized by the darker color.
Bonds rotated by 90◦ are enhanced by dark red. Thermal conductivity λ of the system with (d) 5-7 and (e) 5-8 line defects as a function of their
separation L at T = 300 K. Data points for transport parallel and perpendicular to the line defects are connected by dashed and dotted lines as
guides to the eye.
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5-7 defects, we considered the minimum line separation
L = 20.9 Å, corresponding to a 160-atom unit cell, and
the maximum separation L = 42.8 Å, corresponding to a
320-atom unit cell. In the system with 5-8 line defects,
we considered the minimum line separation L = 18.7 Å,
corresponding to a 136-atom unit cell, and the maximum
separation L = 31.9 Å, corresponding to a 232-atom unit cell.

Our room-temperature thermal conductivity results for an
array of 5-7 line defects are presented in Fig. 2(d) and
those for 5-8 line defects are presented in Fig. 2(e). We find
that both systems display very similar behavior in terms of
thermal conductivity. We observe a clear anisotropy indicating
better heat conduction in the direction of line defects than
perpendicular to the defect lines. Whereas λ in the direction of
line defects increases gradually with increasing L from 250 to
400 W/m K, its values are still about one order of magnitude
below the room-temperature value λ = 5000 W/m K in
defect-free graphene [2,9].

Bearing in mind that λ should reach the value of a defect-
free graphene monolayer for L exceeding the phonon mean
free path of graphene 〈lg〉, we conclude that the relatively low
thermal conductivity values are caused by a strong reduction
of the phonon mean free path in the graphene nanoribbons
by scattering at the defect lines. The same trend for λ has
been reported for graphene nanoribbons with line defects [44]
and is in line with our previous study of finite-width graphene

nanoribbons, where free edges play the same role as defect
lines in the present case [9]. As a crude way to estimate the
thermal conductivity of defect-free graphene by extrapolating
our results, we estimate the slope of λ parallel to the defect
lines to be �λ/�L � 4 W/(m K Å). Assuming this slope to
remain constant up to the experimentally observed value [4]
〈lg〉 ≈ 775 nm, we find λ(L = 〈lg〉) � 30 000 W/m K, in
rough agreement with the observed value.

We find the thermal conductivity perpendicular to the defect
lines to be significantly smaller, ranging between λ = 50 and
250 W/m K. Whereas the values are rather independent of
L in the 5-7 system, λ seems to increase with increasing L

in the 5-8 system. We should not depend on these results for
a limited range of L values to predict a trend, but we must
consider the fact that thermal conduction normal to the defect
lines will be limited by phonon transmission across these lines.
In any case, we find the value range of λ at room temperature,
presented in Figs. 2(d) and 2(e), to be similar to the calculated
thermal conductivity in the presence of isolated 5775 defects,
shown in Fig. 1(b). We conclude that isolated defects scatter
as efficiently as line defects of the same type.

C. Haeckelites

To complete our study of thermal conductivity in defective
graphene, we considered the entire graphene monolayer

FIG. 3. (Color online) Different structural arrangements of 5-7 rings in two prototypical haeckelite structures and their effect on the thermal
conductivity. (a) The 192-atom unit cell of haeckelite A used in the calculation and the eight-atom primitive unit cell enhanced by shading.
(b) Temperature dependence of the thermal conductivity of haeckelite A along the two directions shown in (a). (c) The 128-atom unit cell
of haeckelite B used in the calculation and the 16-atom primitive unit cell enhanced by shading. (d) Temperature dependence of the thermal
conductivity of haeckelite B along the two directions shown in (b). The haeckelite structures in (a) and (c) have been obtained from the graphene
structure by rotating the bonds highlighted by the dark red color. Lines connecting the data points in (b) and (d) are guides to the eye.
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transformed by bond rotations to a planar periodic arrangement
of pentagons and heptagons, called haeckelite. We consider
two such pentaheptites as the simplest haeckelite structures.
The atomic arrangement in pentaheptite “A” is shown in
Fig. 3(a) and that of pentaheptite “B” is shown in Fig. 3(c). The
primitive unit cell of pentaheptite A, highlighted by the shaded
region in Fig. 3(a), contains eight atoms. Our calculations
for pentaheptite A were performed using a 4 × 6 superlattice
with 23.2-Å-long (x direction) and 22.44-Å-wide (y direction)
supercells containing 192 atoms, as seen in Fig. 3(a).

The primitive unit cell of pentaheptite B, highlighted by the
shaded region in Fig. 3(c), contains 16 atoms. Our calculations
for pentaheptite B were performed using 19.33-Å-long (x
direction) and 18.51-Å-wide (y direction) 2 × 4 supercells
containing 128 atoms, shown in Fig. 3(c).

We determined the thermal conductivity along the orthog-
onal x and y directions, which corresponded to the zigzag
and armchair directions in the initial graphene layer prior to
its conversion to a pentaheptite by a series of Stone-Wales
transformations [41]. Our numerical results for the thermal
conductivity of pentaheptite A are presented in Fig. 3(b)
and those for pentaheptite B are presented in Fig. 3(d)
in the temperature range between 100 and 600 K. Even
though both haeckelite structures are periodic and contain only
threefold-coordinated atoms, their thermal conductivities are
comparable to that of graphene with isolated 5775 defects in
Fig. 1(b), namely more than one order of magnitude lower than
a graphene monolayer. Similar to our results for isolated 5775
defects, we find the thermal conductivity of both pentaheptites
to be anisotropic due to the symmetry breaking of the lattice.
The qualitative behavior of λ is the same in pentaheptite A and
B. Unlike in pentaheptite B, the direction of the most efficient
heat transfer in pentaheptite A changes from the y direction for
T � 300 K to the x direction at higher temperatures according
to Fig. 3(b).

To understand why the thermal conductivity of haeckelites
should be more than one order of magnitude lower than that
of graphene, we inspected Eq. (1) for possible causes. Since
our classical molecular-dynamics simulations reproduce the
Dulong-Petit value of cV that is independent of temperature
and system, the observed reduction of λ in haeckelites is
unrelated to the specific heat. Another possible cause for this
behavior could be a change in the speed of sound vs . We
have determined vs from the slope dω(k)/dk of the acoustic
branches in the vibration spectrum near the � point. Unlike
in graphene, we found the phonon-dispersion relations of the
pentaheptites A and B to be somewhat anisotropic around
�. The maximum values of the speed of sound were found
to be vs(A) = 19 700 m/s in pentaheptite A and vs(B) =
20 000 m/s in pentaheptite B, both about 18% lower than the

graphene value vs(g) = 24 000 m/s. Thus, this reduction in vs

alone cannot explain the reduction in the thermal conductivity
of over one order of magnitude when comparing haeckelite to
graphene. Consequently, it is the reduction of the phonon mean
free path that plays the critical role when comparing haeckelite
to graphene. Based on the observed value [4] of the phonon
mean free path 〈lg〉 ≈ 775 nm in graphene at T = 300 K, we
estimate the phonon mean free path of haeckelites to be of the
order of 90 nm at room temperature.

IV. CONCLUSIONS

We have performed nonequilibrium molecular-dynamics
simulations to study the effect of structural defects on the
thermal conductivity λ of graphene. We considered structural
defects that preserve the threefold coordination of all carbon
atoms and that include pentagonal, heptagonal, and octagonal
carbon atom rings. Focusing on 5-7 and 5-8 defects in the
graphene honeycomb lattice, we find that λ depends sensitively
on whether the defects are isolated, form lines, or form
extended arrangements in haeckelites. We found that the
presence of nonhexagonal rings in the graphene lattice makes
λ anisotropic, which can be understood by symmetry breaking.
Depending on the temperature, the high thermal conductivity
of graphene is quenched by one to two orders of magnitude
in the presence of such defects, mainly by reducing the
phonon mean free path. We find the reduction of λ due to
the presence of nonhexagonal rings in the graphene lattice
to be comparable in magnitude to that caused by divacancies
at the same concentration. In systems containing arrays of
parallel line defects, we find the quenching of λ in the direction
of defect lines to be comparable to that of narrow graphene
nanoribbons. These results indicate that the main reason for
the reduction of the thermal conductivity in defective systems
is a decrease in the phonon mean free path. We found that
phonons are scattered similarly by nonhexagonal ring defects
and by natural boundaries such as edges and vacancies. In
the haeckelite systems considered here, which consist of a
periodic arrangement of 5-7 rings, we find that the phonon
mean free path is strongly reduced with respect to graphene,
and we estimate its value to be ≈90 nm at room temperature.
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