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Flow of polar and nonpolar liquids through nanotubes: A computational study
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We perform ab initio density functional calculations to study the flow of water, methanol, and dimethyl ether
through nanotubes of carbon and boron nitride with different diameters and chiralities. The liquids we choose
are important solvents, with water and methanol being polar and dimethyl ether being nonpolar. In terms of
activation barriers for liquid transport, we find the molecular-level drag to decrease with decreasing nanotube
diameter but to be rather independent of the chiral index. We also find molecules with higher polarity to generally
experience higher drag during flow. Counterintuitively, we find the drag for water in boron nitride nanotubes not
to exceed that in carbon nanotubes due to frustration in competing long-range Coulomb interactions.
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I. INTRODUCTION

The field of micro- and nanofluidics has been evolving
rapidly during the last decades, with its broad impact ranging
from medical devices [1–3] to advanced fabrics and energy
conversion devices [4–6] and advanced membranes for water
desalination by reverse osmosis [7]. Aligned carbon nanotube
(CNT) membranes attract much interest because of their well-
defined pore size, their capability to form composite matrices
[8], and their resistance to biofouling [9]. Many useful prop-
erties of CNTs are also found in related boron nitride (BN)
nanotubes (BNNTs) formed of hexagonal boron nitride [10].
These benefits, combined with high thermal, chemical, and
mechanical stability, should make CNTs and BNNTs very
suitable materials to form membranes [8]. Consequently, un-
derstanding the flow of fluids inside nanometer-sized channels
in these nanotubes is of growing importance [11].

Since liquid flow inside nanotubes could not be observed
with subnanometer resolution so far, our understanding to
date has relied almost exclusively on molecular dynamics
(MD) simulations. Many force fields have been developed to
describe the delicate interplay among the strong and weak
forces that determine the behavior of liquids including water
[6,12–16], but none has been able to satisfactorily reproduce
all aspects of their behavior including their interaction with
solids in an unbiased manner. Such calculations provide valu-
able information, but final results depend heavily on models
used for interatomic interactions, including the flexibility of
bond lengths and angles in water, molecular polarizability, and
long-range electrostatic interactions [6,16]. On the other hand,
force fields based on ab initio total energy functionals in-
cluding density functional theory (DFT) are nominally free of
adjustable parameters, but high computational requirements
have severely limited their use.

Much insight has been obtained so far using MD simu-
lations. Occurrence of water wires inside small CNTs has
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been revealed by model force field simulations [12–15]. These
results were confirmed by ab initio DFT calculations [17,18]
and Raman spectroscopy observations [19]. Formation of
stacked ring structures in wide CNTs with diameters �10 Å
has been corroborated by MD simulations based on model
force fields [14,20–22] and DFT [23]. These findings were
experimentally confirmed by infrared (IR) spectroscopy [24]
and x-ray diffraction [25].

Still, many open questions remain [11] in relationship to
mass transport of liquids through nanotubes and nanopores in
general. Some experimental evidence [26–30] even suggests
that the flow velocity of liquids inside nanometer-sized pores
is several orders of magnitude higher than what conventional
theory based on Newtonian flow and the Hagen-Poiseuille
equation would predict [31]. There are clearly some pitfalls
in the way to translate and interpret experimental data into
microscopic fluid flow speeds [7]. In particular, slip-flow of
liquids inside nanochannels of different types needs to be
addressed. To date, there are no conclusive experimental or
parameter-free ab initio results regarding the dependence of
fluid flow inside nanotubes in terms of nanotube type and
composition, diameter, and chirality.

In this paper we address atomic-scale details of the flow of
water, methanol, and dimethyl ether through nanotubes of car-
bon and boron nitride with different diameters and chiralities.
These liquids are important solvents, with water and methanol
being polar and dimethyl ether being nonpolar. We determine
the potential energy of isolated molecules along the inner
nanotube surface to obtain activation barriers for diffusion,
which translate into molecular-level drag. We find this drag to
decrease with decreasing nanotube diameter but to be rather
independent of the chiral index. We also find that molecules
with higher polarity generally experience higher drag during
flow.

II. COMPUTATIONAL APPROACH

Our computational approach to study liquid water and
other solvents interacting with carbon nanotubes is based on
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ab initio DFT as implemented in the Spanish initiative for
electronic simulations with thousands of atoms (SIESTA) [32]
code. These results were compared with those based on the Vi-
enna ab initio simulation package (VASP) [33–36] code. Unless
specified otherwise, we used the nonlocal Perdew-Burke-
Ernzerhof (PBE) [37] exchange-correlation functional in
SIESTA, norm-conserving Troullier-Martins pseudopotentials
[38], a double-ζ basis including polarization orbitals, and a
mesh cutoff energy of 500 Ry to determine the self-consistent
charge density. For selected systems, our PBE results were
compared with those obtained using the optimized van der
Waals hybrid functional vdW-optB86b [39,40]. We have used
periodic boundary conditions throughout the study, with nan-
otubes separated by �9 Å vacuum space. The nanotube
segments were either primitive unit cells or supercells that
were >15 Å long to suppress interaction between replicas of
the enclosed molecules, and the reciprocal space was sampled
by a uniform 1 × 1 × 2 k-point grid [41]. Further increase in
the k-point density had no effect on the energy. Systems with
unit cells longer than >30 Å have been represented by the �

point only. This provided us with a precision in binding energy
of �2 meV/atom with respect to isolated atoms. Geome-
tries have been optimized using the conjugate gradient (CG)
method [42], until none of the residual Hellmann-Feynman
forces exceeded 10−2 eV/Å. While computationally rather
demanding, the DFT-PBE energy functional is free of ad-
justable parameters and has been used extensively to provide
an unbiased description of water and its interaction with
solids [23,43].

Selected MD simulations were performed to study the
dynamics of water inside carbon nanotubes. We found
that 0.3-fs time steps were sufficiently short to guaran-
tee energy conservation in a microcanonical ensemble. The
flow of water induced by a pressure difference between
the tube ends was described using an approach developed
earlier [7].

III. RESULTS

As mentioned above, the vast majority of atomistic MD
simulations are based on parametrized force fields, which
offer a high degree of numerical efficiency and allow one to
study the motion of several thousand atoms simultaneously.
The drawback of this approach is its lack of universality and
quantitative predictability: Force fields optimized for bulk flu-
ids need to be changed at interfaces and in situations where
long-range electrostatic interactions play a role [6,16]. For
this reason, we decided to use the ab initio DFT formal-
ism in our study. In spite of its high computational demand,
DFT is nominally free of parameters and independent of
predefined assumptions. This approach has been validated in
successfully predicting static and dynamic properties of liquid
water [7] and should provide valuable information that should
complement large-scale studies with parametrized force
fields.

We recall that in microcanonical MD simulations, the total
energy remains constant, but the potential energy and the
kinetic energy (which corresponds to the instant temperature)
change with time. These fluctuations are finite in systems with
a finite number of atoms N (in the unit cell) and only vanish

for N → ∞. Statistical fluctuations limit the accuracy of the
expectation value of the potential energy. Thus MD simu-
lations are of limited value when studying potential energy
surfaces for the diffusion process.

To obtain accurate potential energy surfaces for molecular
diffusion, the following results are obtained using static cal-
culations rather than MD simulations. As a good indication
of the drag, which molecules experience at the interface dur-
ing flow through narrow cavities, we calculated the potential
energy of a single molecule drifting along nanotubes with
different compositions, diameters, and chiral indices. These
results reveal potential energy barriers that should correlate
with the friction coefficients and slip lengths. We oriented the
nanotube axis along the z direction and fixed all nanotube
atoms in their relaxed positions. We then determined the in-
teraction energy between the enclosed molecule M and the
nanotube, defined by

E = Etot(M@NT ) − Etot(M ) − Etot(NT ). (1)

A negative value of E indicates an energetic preference for
M to be inside rather than to be isolated from the nanotube.
In this paper, the position of a molecule along the z axis of
a nanotube is given by the z coordinate of one representative
atom. For an N-atom molecule, the remaining 3N − 1 degrees
of freedom are globally optimized to provide the energy E (z).
The optimization process typically starts close to the inner
nanotube surface and leaves the molecule free to find its
optimum position within the x-y plane normal to the tube
axis and to optimize its shape and orientation. We consid-
ered a result to be converged when the same final geometry
with the same energy was reached from different starting
positions. The full E (z) potential energy surface along the
nanotube was obtained using a sequence of z values. For
each system of interest, we chose a sufficiently dense z-
value grid to represent the potential energy surface accurately.
Specific z values used are indicated by the data points in
Figs. 2–6.

A. Water interactions with CNTs

Our first study was dedicated to the interaction of individ-
ual water molecules with a CNT and a BNNT. The position
of the H2O molecule along the tube axis, which is parallel to
the z axis, is represented the z coordinate of the oxygen atom.
“Snapshots” of a water molecule inside the (12,6) CNT and
BNNT are shown in Fig. 1.

Quantitative results for E (z) for water inside an armchair
(8,8) and a zigzag (14,0) CNT with essentially the same diam-
eter d = 11.0 Å are presented in Fig. 2. We have optimized
the H2O molecule using two starting configurations, with the
CNT inner wall facing either the H atoms (H2O-H/CNT) or
facing the oxygen (H2O-O/CNT). Chemical intuition sug-
gests a repulsion between the oxygen lone electron pairs and
the π system of the CNT, pushing the molecule toward the
center. The small positive charge on the hydrogen atoms, on
the other hand, should attract the molecule towards the wall.
This is confirmed by our results in Fig. 2(a): A water molecule
gains �98.9 meV when entering an armchair (8,8) CNT with
oxygen facing the wall and as much as ≈157.3 meV when
the hydrogens face the wall. Of these two configurations, the

076001-2



FLOW OF POLAR AND NONPOLAR LIQUIDS THROUGH … PHYSICAL REVIEW MATERIALS 5, 076001 (2021)

FIG. 1. A (12,6) chiral nanotube of (a) carbon and (b) boron
nitride (BN), containing one water molecule.

one with oxygen facing the wall is metastable. As seen in
Fig. 2(b), we find roughly the same binding energies for the
two configurations in the zigzag (14,0) CNT with the same
diameter.

The weaker interaction in the metastable configuration
with O facing the wall also results in a very weak dependence
of E (z) on the position of the molecule both in the (8,8) and
in the (14,0) CNT. In this orientation, H2O may slip along the
CNT wall with essentially no barrier. The situation is different
in the stable configuration of water facing the CNT wall with
its hydrogen atoms. Besides a higher binding energy in this
orientation, also the barriers in E (z) are significantly higher,
of the order of 40 meV. The precise position of the minima
and maxima results from the hydrogen pair in H2O finding
a match or a mismatch with C atoms in the graphitic CNT
wall. Especially in wide CNTs, the range of E (z) values is
approximately the same, independent of chirality, since it es-
sentially represents the interaction of a water molecule with a
graphene layer. It is only the sequence of minima and maxima
that distinguishes between chiral indices in the same way
as different sequences of maxima and minima occur when

a water molecule crosses a graphene sheet along different
trajectories.

In the following investigations, we will only consider the
stable configuration of H2O molecules facing the nanotube
wall with their hydrogen atoms.

B. Water diffusion inside zigzag and armchair CNTs

We display the potential energy surface E (z) for water
diffusion inside CNTs with selected chiral indices in Fig. 3. A
more complete list of potential energy barriers Ep is presented
in Table I. As a general trend, we notice that the size of the
diffusion barriers decreases with decreasing CNT diameter.
We also find that the H2O-CNT interaction increases with
decreasing nanotube diameter, making narrower CNTs more
hydrophilic. Thus, with decreasing tube diameter d , CNTs
first turn from hydrophobic (d→∞ for graphene) to increas-
ingly hydrophilic. Eventually, they turn hydrophobic again
at diameters too small to accommodate a water molecule.
The increase in the H2O-CNT interaction and reduction of
activation barriers is linked to the fact that in very narrow
nanotubes, atoms all around the nanotube perimeter interact
with the enclosed molecule. While stabilizing the enclosed
molecule, it results in frustrated geometries that reduce the
dependence of the interaction energy E on the position of the
molecule z. This general trend has already been identified in
published MD simulations based on parametrized force fields
[44,45]. In agreement with our findings, these studies found
that slip lengths of water molecules decreased with increasing
CNT diameter and asymptotically approached the value for
water on planar graphene.

The presented quantitative findings compare well with
published DFT-PBE results for the drift of a monolayer of
two-dimensional (2D) ice on graphene, suggesting energy bar-
riers of ≈15 meV/H2O along the zigzag and ≈25 meV/H2O
along the armchair direction [46]. We note that the strong
H2O-H2O interaction in ice does not alow individual water
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FIG. 2. Interaction energy E (z) between an isolated H2O molecule and a surrounding (a) armchair (8,8) and (b) zigzag (14,0) CNT obtained
using the SIESTA code. The range of E (z) values is the same in (a) and (b). We distinguish the H2O-H/CNT configuration, where the H end of
H2O faces the wall, from H2O-O/CNT, where the O end faces the wall. Negative values of E indicate energetic preference for H2O entering the
nanotube. The lower panels give a schematic view of the respective nanotubes. The size of the unit cell considered is outlined by the blue box.
(c) Comparison between energy changes �E (z) = E (z) − Emin along the trajectory in (a) obtained using the DFT-PBE and the vdW-optB86b
energy functionals in the VASP code. Nanotube diameters d are indicated in the individual panels. The z coordinate represents the water position
along the z axis of the CNT.
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FIG. 3. Interaction energy E (z) between an isolated H2O molecule and a surrounding (a) (8,8), (b) (14,0), (c) (6,6), (d) (10,0), and (e) (5,5)
CNT. The z coordinate represents the water position along the z axis of the CNT. Only the stable water orientation with the hydrogens facing
the wall is considered. The range of E (z) values is 40 meV in all panels. Schematic geometry is shown for (f) the (8,8) and (g) the (14,0) CNT,
with the size of the unit cell considered being outlined by the blue box. Nanotube diameters d are indicated in the individual panels.

molecules the same configurational freedom as the geometry
considered here.

Our results in Table I also suggest that potential energy
barriers Ep in zigzag CNTs are typically higher by ≈3 meV
than in armchair nanotubes. At this point, we should realize
that drift occurs along the armchair direction in CNTs with
a zigzag edge and along the zigzag direction in nanotubes

TABLE I. Energy barriers Ep for the diffusion of an isolated H2O
molecule along CNTs with a specific chiral index and diameter d .
Reported results are for orientation of the molecule with its hydrogen
pair facing the wall.

Chiral index d (Å) Ep (meV)

(5,5) 6.8 2.8
(6,6) 8.1 1.5
(10,0) 7.8 4.9
(8,8) 11.0 35.0
(14,0) 11.0 38.5
(10,6) 11.0 37.6
(11,5) 11.1 36.5
(12,3) 10.8 37.3

with an armchair edge. Even though the small difference
between activation barriers approaches the precision limit
of DFT-PBE, we are pleased that our results for a sin-
gle H2O molecule match those for 2D ice/graphene [46]
quite well. A similar small difference between activation
barriers in zigzag and armchair nanotubes, based on MD
simulations with parametrized force fields, has been reported
previously [47,48].

We noted another point of interest when studying the
passage of a water molecule through a very narrow (5,5) nan-
otube. Considering the van der Waals diameter dvdW(H2O) =
2.8 Å of a water molecule [49] and the van der Waals ra-
dius rvdW(Catom ) = 1.8 Å [50] of a carbon atom, the sum
dvdW(H2O) + 2rvdW(Catom ) = 6.4 Å is only 0.5 Å smaller
than the diameter d = 6.9 Å of the (5,5) CNT. In other words,
this is a rather tight fit for the enclosed molecule. Naïvely,
pressing the molecule against the wall should increase the
activation barrier for diffusion. In reality, the opposite is
true. The molecule now interacts with many atoms along
the perimeter of the surrounding nanotube, with unfavorable
interactions compensating favorable interactions in different
regions. The resulting frustration lowers the activation barriers
for diffusion.
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(a)                                       (b)                                        (c)(10,6) (11,5) (12,3)

FIG. 4. Interaction energy E (z) between an isolated H2O molecule and a surrounding (a) (10,6), (b) (11,5), and (c) (12,3) CNT. The range
of E (z) values is 40 meV in all panels. Nanotube diameters d are indicated in the individual panels. The z coordinate represents the water
position along the z axis of the CNT. Only the stable water orientation with the hydrogens facing the wall is considered. Schematic geometries
including the unit cells considered are shown below the respective E (z) plots.

C. Water diffusion inside chiral CNTs

To complete our study of water in CNTs, we present E (z)
results for water inside three chiral nanotubes with a similar
diameter d ≈ 11 Å in Fig. 4. We used different z grids to accu-
rately sample different unit cells with their length depending
on the chiral index. Our findings of essentially the same en-
ergy barrier values Ep ≈ 30 meV fall in line with all our other
results, suggesting that the energy barriers depend primarily
on the nanotube diameter, with only minor dependence on the
chiral index.

We have also filled the chiral (12,6) CNT with water
and used a DFT-PBE-based MD simulation to study the
flow driven by the pressure difference between the tube
ends, which is counterbalanced by drag. Using a compu-
tational approach developed earlier [7], we subjected all
H atoms to the force F = 2.5 × 10−2 eV/Å and all O
atoms to the force F = 4.0 × 10−1 eV/Å in the axial
direction of the nanotube. As seen in Video 1, the non-
vanishing chirality of the surrounding CNT does not exert
a sufficient torque on the water column to induce axial
rotation.

D. Water diffusion inside BNNTs

Similar to graphite, hexagonal boron nitride (h-BN) is a
layered material capable of forming nanotubes [10]. Even
though h-BN is isoelectronic to graphene, B-N bonds are

VIDEO 1. MD simulation of water flow through a chiral (12,6)
CNT.

slightly longer than C-C bonds in graphene. There is a cor-
responding ≈2% increase in the diameter of BNNTs over
CNTs with the same chiral index. Unlike CNTs, all BNNTs
are wide-gap insulators. The polar nature of the B-N bond pro-
vides additional attraction to polar molecules such as water. In
analogy to our CNT results, we present the interaction energy
of a water molecule with surrounding (8,8) and (14,0) BNNTs
in Fig. 5.

Unlike in CNTs of similar diameter, we found optimization
of water inside BNNTs to be rather challenging due to a
more complex potential energy surface. We believe that the
added complexity stems from the long-range nature of the
Coulomb interactions, which are important in BNNTs. While
we could not guarantee identifying the lowest energy state
among many optima with similar energies, our results in Fig. 5
provide consistent trends. For the sake of comparison with
the corresponding CNTs, we summed up the van der Waals
radii rvdW(N) = 1.55 Å of nitrogen [50] and rvdW(B) = 1.92
Å of boron [51] and the van der Waals diameter dvdW(H2O) =
2.8 Å of a water molecule [49]. The corresponding diam-
eter of a BNNT that would contain water in a tight fit is
6.3 Å. This value is significantly smaller than the diameter
d ≈ 11 Å of (8,8) and (14,0) BNNTs, indicating that—similar
to CNTs—the water molecule is not sterically constrained in
these nanotubes.

The suggested additional attraction of water to walls of
BNNTs in comparison to CNTs is best illustrated by com-
paring the E values for H2O in (8,8) and (14,0) nanotubes of
carbon and BN presented in Figs. 3(a) and 3(b) and Fig. 5.
For both chiral indices, we see a significant stabilization of
water molecules in BNNTs by ≈40 meV over CNTs. A naïve
expectation of corresponding increase in activation barriers
for diffusion has not materialized; we find a similar value
Ep ≈ 40 meV in all these nanotubes.

The similarity of the activation barriers for water in BNNTs
and CNTs has an interesting physical origin. Net charges
do not play a major role in the nonpolar bond between
H2O and a CNT, with hydrogens facing the wall, which is
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FIG. 5. Interaction energy E (z) between an isolated water molecule contained in an (a) (8,8) and (b) (14,0) BNNT, obtained using the
SIESTA code. Nanotube diameters d are indicated in the individual panels. The range of E (z) values is the same in (a) and (b). (c) Comparison
between energy changes �E (z) = E (z) − Emin along the trajectory in (a) obtained using the DFT-PBE and the vdW-optB86b energy
functionals in the VASP code. The z coordinate represents the position of the molecule along the z axis of the BNNT.

rather local. The situation is rather different for water in-
side a BNNT. The Coulomb interaction between the polar
H2O molecule is long ranged, involving charges on B and
N sites all around the BNNT diameter. Whereas the water
dipole encounters a net stabilization inside a BNNT, the com-
petition between significant attractive and repulsive forces
that are long ranged leads to a degree of frustration that
decreases the dependence of E on the axial position of the
molecule.

Controversial results have been reported on water flow
through CNTs and BNNTs. Results claiming a faster flow
of water in BNNTs than in CNTs [52,53] directly contradict
results claiming the opposite [47,54,55].

Setting aside an additional issue of different entry bar-
riers for water in CNTs and BNNTs [56], calculation of
diffusion barriers for drifting water, which depend on local
orbital hybridization with nanotube atoms as well as long-
range Coulomb forces, requires an adequate formalism. The
potential energy surface E (z) cannot be reproduced accurately
by parametrized short-range potentials [57–59] that ignore
long-range Coulomb interactions and tend to exaggerate the
value of Ep in BNNTs.

Unlike inside a cylindrical BNNT, there is much less frus-
tration in terms of competing attractive and repulsive forces
on planar h-BN. As evidenced by ab initio DFT calculations
[60], this leads to an increased modulation of E across the
h-BN surface in comparison to graphene.

E. Diffusion of different molecules inside CNTs

The above-mentioned application of CNTs for the fil-
tration of water can be trivially extended to other liquids.
For a limited number of such liquids there are published
experimental and theoretical results [11,29,61–63]. Besides
water, we studied methanol (CH3-OH, Me-OH) and dimethyl
ether (CH3-O-CH3, MeOMe) molecules that are comparable
in size. All three substances are important solvents, with
the dielectric constant decreasing from H2O, to Me-OH,
and to MeOMe, as represented in Table II. We stud-
ied the potential energy surface E (z) for each of these
molecules drifting along the (8,8) CNT in much the same
way as described for water earlier. Our results for E (z)

are displayed in Fig. 6 and for the energy barriers Ep in
Table II.

Sequential substitution of hydrogen atoms by methyl
groups substantially lowers the dipole moment p of the
molecule and the dielectric constant ε of the liquid. This
lowers the interaction of the molecule with the inner CNT
wall and also the diffusion barriers, as seen clearly by com-
paring our results for H2O and methanol in Fig. 6. As seen in
Fig. 6(c), this trend is not completely followed by dimethyl
ether with a very low static dipole moment.

Whereas increasing the number of hydrogens substituted
by methyl groups lowers the dipole moment, the concurrent
growth of molecular size increases the molecular polarizabil-
ity α, reaching its maximum in dimethyl ether. It may be
argued that higher values of α correlate with higher reactivity
and stronger interaction with the tube wall. In comparison to
water, we see a similar bonding enhancement, indicated by
lower values of E , in both methanol and dimethyl ether. Our
results suggest that increase in either p or α tends to increase
the activation barriers for diffusion, which are largest for water
and dimethyl ether. In these considerations, we should note
that the dielectric constant of a bulk liquid does not fully rep-
resent a nanoconfined liquid, where the reorientation process
can be constrained. In general, we find changes in the barrier
size to be rather modest for the solvents we consider.

IV. DISCUSSION

Most of our calculations focused on a single molecule
drifting along a CNT or a BNNT. Even though this geome-
try is different from a nanotube filled with many molecules

TABLE II. Bulk dielectric constant ε, molecular polarizability
α, and energy barrier Ep for the diffusion of an isolated solvent
molecule inside an (8,8) armchair CNT.

Dielectric Polarizability α [64] Ep

Solvent constant ε (×10−24 cm3) (meV)

Water 80.1 1.45 35.0
Methanol 33.0 3.23· · ·3.32 6.9
Dimethyl ether 6.2 5.16 · · · 5.84 12.6
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FIG. 6. Interaction energy E (z) between an isolated (a) water (H2O), (b) methanol (CH3-OH, MeOH), and (c) dimethyl ether (CH3-O-CH3,
MeOMe) molecule and a surrounding (8,8) CNT. The range of E (z) values is 40 meV, and nanotube diameters d are indicated in all panels.
The z coordinate represents the position of the molecule along the z axis of the CNT.

representing a liquid, a relation between molecular diffusion
barriers and the resulting drag force in the liquid has been
identified previously [47]. The specific claim, based on MD
simulation results for (8,8) and (14,0) CNTs that contain a
single H2O molecule or are filled with water, is that the trends
in the friction coefficients are the same in the two cases [47].
Similar to our findings, consistently higher friction coeffi-
cients were reported [47] in the zigzag (14,0) CNT than in
the armchair (8,8) CNT, which contained either a single H2O
molecule or were filled with water. The friction coefficients
in the different CNTs were very close in the single-molecule
case and increased in size with increasing water filling level.

We should reiterate that the quasi one-dimensional poten-
tial energy surface E (z) reported in Figs. 2–6 is the result
of many multidimensional structure optimization studies of
molecules contained in unit cells containing typically hun-
dreds of atoms. With only the z position of one atom fixed,
the global energy minimum E (z) has to be determined for
each data point representing an N-atom molecule in its (3N −
1)-dimensional configurational space. With molecules con-
taining 3–7 atoms in our study, the molecular configuration
spaces are 8–20 dimensional. There is no guaranteed way to
find the global minimum in that case, especially at the high
computational cost of DFT.

As we discuss in the following, activation barriers deter-
mined for an isolated molecule represent the upper limit of
potential energy changes per molecule in nanotubes filled with
a liquid. Low compressibility and high packing inside the
rigid nanotube walls significantly constrain the freedom of
each molecule to relax its position to its optimum registry,
shape, and orientation. Since the bonding of molecules adja-
cent to the wall is reduced due to their frustrated configuration,
their potential energy surface E (z) is significantly flattened
in comparison to single-molecule results. This is also true
for vacancy defects that should not hinder the axial drift of
molecules [65]. In wide enough nanotubes, E (z) becomes flat
for molecules not adjacent to the walls. Using our single-
molecule results, these considerations allow us to estimate the
range of �E (z) values causing drag of the liquid column in
a liquid-filled nanotube during its pluglike motion [66]. The
viscosity of the liquid—unlike the friction coefficient—does
not contribute much to the drag [67]. To a small degree, the
flexibility of the nanotube walls has been shown to further
reduce the friction coefficient in comparison to a rigid wall

[68,69]. All these considerations are important to correctly
estimate �E (z) for a liquid column moving along the tube
axis in a way that does not suffer from limitations of MD
simulations with finite unit cells.

We observe that barriers for the activated diffusion of
MeOH along the CNT wall, reported in Fig. 6, do not lie
in between those of polar H2O and nonpolar MeOMe. Even
though a methanol molecule has only one hydrogen bonded
directly to an oxygen atom, its properties are rather different
from those of a water molecule. The methyl group accounts
for almost half of the molecular weight of MeOH, which
should double its polarizability and significantly lower its bulk
dielectric constant when compared with H2O. On the other
hand, its larger size increases the number of atoms in the
nanotube wall that are in direct contact with it. The two op-
posing effects should modify the corresponding E (z) potential
energy surface in comparison to water, possibly explaining the
apparent controversy.

The calculated relative barriers for the passage of water
and other solvents show that nanotubes and membranes of
carbon or BN can indeed be used for the separation of liquids
and water purification including desalination [7,8]. Viable ap-
plications of membranes containing aligned CNTs may then
extend from removal of organic components from water to
the purification of gasoline and other petroleum fractions [63].
The former is an especially pressing issue, since state-of-the-
art polymer membranes used in the reverse osmosis process
are easily destroyed by hydrocarbons [70]. Polymer mem-
branes also have insufficient selectivity to noncharged organic
molecules [71] and are prone to biofouling [72–74].

V. SUMMARY AND CONCLUSIONS

We have conducted ab initio DFT studies of the drift of wa-
ter, methanol, and dimethyl ether molecules inside nanotubes
of carbon and boron nitride with different diameters and chiral
indices. The liquids we choose are important solvents, with
water and methanol being polar and dimethyl ether being
nonpolar. In terms of activation barriers for transport, we find
the molecular-level drag to decrease with decreasing nanotube
diameter but to be rather independent of the chiral index.
We also found molecules with higher polarity or polarization
to experience higher drag during the flow. Rather counter-
intuitively, we found the drag for water molecules in boron
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nitride molecules not to exceed that in carbon nanotubes due
to frustration in competing long-range Coulomb interactions.
We expect that the trends identified in this paper may help
to design nanotube membranes for the filtration of water and
separation of solvents.
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APPENDIX: EFFECT OF EXCHANGE-CORRELATION
FUNCTIONALS ON ENERGIES

Significant effort has been spent recently to correctly
describe bonding in noncovalently bonded systems, includ-
ing weakly bonded layered systems and liquid water. Many
exchange-correlation (XC) functionals have been proposed
to improve the accuracy of DFT results with respect to
quantum-chemical wave-function theory (WFT) approaches.
The objective has been to improve the accuracy of binding
energies and to adjust Kohn-Sham eigenvalues to match quasi-
particle spectra observed in spectroscopy. So far, only one
functional we know of, namely, the local density approxi-
mation (LDA) [75,76], reproduces exactly the total energy
of a uniform electron gas at different densities, including
long-range van der Waals (vdW) interactions. Some XC func-
tionals, including the PBE functional used here, attempt to
address the nonlocal nature of the XC functional in inho-
mogeneous systems. Other XC functionals, including the
vdW-optB86b functional [39,40], attempt to address the inad-
equate description of long-range dispersive vdW interactions
in nonuniform systems. Hybrid functionals adapt a mixture of
the PBE functional, with Kohn-Sham eigenvalues that under-
estimate band gaps, and the Hartree-Fock functional, which
overestimates band gaps. Still other functionals try to fit re-
sults for a training set of molecules and trust the extrapolation

to other systems. No XC functional has been demonstrated
to be superior to others in all systems. With so many XC
functionals to choose from, this ambiguity raises a semantic
question regarding the propriety of attributing the term “ab
initio” to DFT calculations. In reality, the choice of the XC
functional affects binding energies in covalent solids by less
than a few percent, and energy differences between different
geometries even less. Not only the XC functional but also
the numerical DFT implementation including the choice of a
basis in codes such as VASP or SIESTA affects the equilibrium
bond lengths and binding energies by typically < 2% in well-
converged calculations.

Whereas accurate quantum-chemical WFT calculations
are limited to finite-size systems, the quantum Monte Carlo
(QMC) approach, also based on wave functions, is a promis-
ing tool for infinite systems that eliminates XC functional
ambiguities, albeit at a very high computational cost. A QMC
study has been performed for a so-called “van der Waals” sys-
tem, namely, layered black phosphorus [77]. In comparison to
QMC results for the weak interlayer interaction, none of the
nine XC functionals reproduced correctly the binding energy
for both the bulk and the bilayer system. Results for bulk
black phosphorus [77] indicate that the DFT-PBE functional
underbinds significantly, whereas LDA overbinds. The hybrid
vdW-optB86b XC functional seems to work relatively well
in that system. For this reason, we compared our DFT-PBE
results with those based on vdW-optB86b in Fig. 2(c) for H2O
inside an (8,8) CNT and in Fig. 5(c) for H2O inside an (8,8)
BNNT. We observed that, to some degree, the absolute energy
values do depend on the XC functional chosen. On the other
hand, changes in the total energy along a trajectory, which
correspond to activation barriers affecting flow, are essentially
independent of the XC functional. Thus the DFT-PBE ap-
proach, which we used for most of this study, appears to be
adequate.

We wish to reiterate that most other theoretical approaches
describe the interaction of water molecules among themselves
and with CNT and BNNT walls using parametrized potentials
with an unknown range of validity. In view of this fact, DFT-
based studies are expected to provide an unbiased view and
guidance to interpret experimental data.
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